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1.1 Introduction

Over the years, different architectures have been investigated for the design and
implementation of high-performance switches. Particular architectures were deter-
mined by a number of factors based on performance, flexibility and available tech-
nology. Design differences were mainly a variation in the queuing functions and
the switch core. The crossbar-based architecture is perhaps the dominant architec-
ture for today’s high-performance packet switches (IP routers, ATM switches, and
Ethernet switches) and owes its popularity to its scalability (when compared to the
shared-bus/shared-memory architectures), efficient operation (supports multiple I/O
transactions simultaneously) and simple hardware requirements. The architecture
includes the input-queued (IQ) crossbar fabric switch with its variations (Output-
queued, OQ, switch and Combined Input—Output-queued, CIOQ, switch) and the
internally buffered crossbar fabric switch (BCS).

1Q switches have gained much interest in both academia and industry because of
their low cost and scalability. The 1Q switch has a low internal speedup because the
crossbar fabric has the same speed as that of the external line. Although the head-
of-line (HoL) blocking problem limits the achievable throughput of an IQ switch to
approximately 58.6% [1], the well-known virtual output queuing (VOQ) architec-
ture [2] was proposed and has improved switching performance by several orders
of magnitude, making IQ switches more desirable. However, the adoption of VOQ
has created a more serious problem, namely, the centralized scheduler. An arbitra-
tion algorithm examines the contents of all the input queues, and finds a conflict-
free match between inputs and outputs. The well-known optimal algorithms (i.e.
maximum-weight-matching or MWM) are too complex to implement at high speed
while the iterative algorithms, proposed as an alternative to the MWM algorithms,
fail to perform well under real world input traffic conditions.

As bufferless scheduling algorithms reach their practical limitations due to higher
port numbers and data rates, internally buffered crossbar switches (BCS) have started
to attract researchers because of the great potential they have in solving the com-
plexity and scalability issues faced by their bufferless predecessors. The increas-
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ing demand for terabit switches and routers means that future commercial packet
switches must be implemented with reduced scheduling complexity. The buffered
crossbar architecture can inherently implement distributed scheduling schemes and
has been considered a viable alternative to bufferless crossbar switches to improve
performance. The presence of internal buffers drastically improves the overall per-
formance of the switch as it offers two distinct advantages. First, the adoption of
internal buffers makes the scheduling totally distributed, dramatically reducing the
arbitration complexity. Second, and most importantly, these internal buffers reduce
(or avoid) output contention as they allow the inputs to make cell transfers concur-
rently to a single output. While there have been many architectures for the (BCS)
[3, 4, 5], our focus in this chapter is on BCS with VOQs (denoted by VOQ/BCS).

Despite the advantages that the VOQ/BCS architecture offers with regards to the
bufferless architecture, both are seen as unscalable and unable to keep up with In-
ternet growth in the foreseeable future. In fact, with progress in wavelength division
multiplexing (WDM) technology and optical fiber transmission, switches and routers
are becoming the bottleneck of the overall system. The increasing data rates on the
Internet are causing a scalability challenge for these crossbar-based architectures.
This scalability limitation can be attributed to the nature of crossbar-based fabric,
as a quadratic growth in the number of crosspoints puts a limit on chip area and/or
pin counts. As a result, there is an urgent need for truly scalable high-performance
packet switches that has motivated researchers and industry to look for alternative
switch fabrics. In particular, architectures such as the Clos-network switch architec-
ture and the optical-electronic switch architecture are starting to receive attention
because of their great potential in entirely solving the scalability issues.

The Clos-network switch architecture is the most popular example among nu-
merous examples of multi-stage switches in the communication world. It is mainly
a three-stage switch as shown in Figure 1.11. There are switching elements (SE)
at each stage which are connected. While the SEs can be any interconnect, typi-
cally they are crossbars of smaller sizes. The SE at each stage of the Clos network
is capable of transmitting a packet from an input port to any of the output ports.
Clos-network switches can be classified as buffered or bufferless, where the former
uses buffers to store packets in the second-stage SEs and the latter does not [6, 7].
Buffers in the second-stage SEs can help resolve contention among packets from
different first-stage modules but may cause a sequencing problem. While the Clos-
network switches have been proposed for a some time now, relatively little research
(especially compared to crossbars) has been conducted on making them scalable and
high-speed packet switches that can serve the needs of the Internet. One of the goals
of the current survey is to fill this gap.

Given the effort put by both industry and academia into the all-electronic switch/
router design, numerous studies show that all-electronic technology can no longer be
a viable solution for the design of scalable switches/routers (i.e. 256 x 256 and be-
yond). Alongside the scalability challenge, an electronic switch fabric becomes very
costly beyond a reasonable size (e.g. 128 x 128) and data rate (e.g. 10 Gb/s) due to
the ever-increasing power and chip count requirements for its implementation. More-
over, current WDM systems offer 32—64 wavelengths at 2.5-10Gb/s/wavelength,
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approaching a 1 Tb/s capacity, while research-level systems already exceed multi-
terabits in a single fiber. As a result, traffic growth will not be limited by fiber band-
width and/or optical components in the links. The total data rate of a single fiber is
increasing at a rate faster than the switching and routing equipment that terminates
and switches traffic at a carrier’s central office or point of presence (POP). In partic-
ular, switches and routers are becoming the bottlenecks of the overall system. While
there has been a lot of attention paid to all-optical switches as a solution to this bottle-
neck problem, most current POP switching equipment is electronic switches/routers
with optical I/O, and an all-optical solution in not expected to be viable in the fore-
seeable future. For this reason, research focus is shifting towards a solution that takes
advantage of the strengths of both electronics and optics, with the ultimate goal of
designing practical switches and routers that can scale with the Internet traffic growth
as well as keep up with the advances in WDM fiber transmission. Recently, attention
has been given to hybrid optical-electronic architectures where the linecards and
switch scheduler are designed using electronics and the switch fabric is designed
with optical technology. This switch architecture provides advantages such as scala-
bility, lower power consumption, and lower cost. However, a hybrid opto-electronic
packet switch/router presents a unique challenge: the reconfiguration time of an opti-
cal switch fabric is much longer than that of an electronic fabric, and the end-to-end
clock recovery in such a system adds to the reconfiguration overhead.

The goal of this chapter is to survey each of the above presented architectures,
and will be organized as follows. Section 1.2 presents the bufferless switching ar-
chitecture with its different types and scheduling schemes. Section 1.3 presents the
buffered crossbar switch architecture and discusses its scheduling processes and pro-
posed schemes. In Section 1.4, we present the Clos-network architecture and discuss
its variants and scheduling. Section 1.5 presents the optical switching trend and the
potential for building such cost-effective and highly scalable switches. Section 1.6
concludes the paper and suggests problems for further research.

1.2 Bufferless Crossbar Switches

1.2.1 Introduction to Switch Fabrics

Crossbar switch fabric is an active non-blocking switch fabric. In crossbar archi-
tecture, each line card is connected by a dedicated point-to-point link to the central
switch fabric. The inputs and outputs are connected at switching points, called cross-
points. It is the scheduler’s responsibility to set configurations for the crosspoint
matrix and for each configuration. One input/output can only be connected to one
output/input. The basic architecture of a crossbar switch is shown in Figure 1.1.

For bufferless crossbar switches, there is no buffer at the crosspoint. However,
buffers may be placed at the input side, output side, or both. Based on where the
buffers are placed, bufferless crossbar switches are categorized into input-queued
switches, output-queued switches, and combined input—output queued switches.
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Figure 1.1. Crossbar architecture

1.2.2 Output-queued Switches

Traditionally, switches and routers have been most often designed with an output
queuing strategy. This strategy has advantages in that guaranteed qualities-of-service
(QoS) can be provided for the system, which is able to control packet departure
times [8, 9]. An output-queued switch is attractive as it can always achieve 100%
throughput. However, since there are no queues at the inputs, all arriving cells must
be immediately delivered to their outputs. The necessary simultaneous delivery of all
arriving cells to the outputs becomes a disadvantage if the requirements for internal
interconnection bandwidth and memory bandwidth are too great. For a switch with
N input ports, there can be up to N cells, one from each input, arriving at any one
output simultaneously. Thus, in order to receive all the cells at one time the memory
needs a bandwidth of IV cell time write accesses. This requirement is referred to as
the internal speedup of the switch [10], so an output-queued switch has an internal
speedup of N. The current demand for bandwidth is growing rapidly and as switch
sizes continue to increase, memory bandwidth will be insufficient for output queuing
to be practical.

1.2.3 Input-queued Switches

Memory bandwidth is not a problem with the input queuing strategy. In input-queued
switches, arriving cells are buffered on the input side and extracted to pass through
the switch fabric according to some arbitration algorithm. Contention within the
switch fabric and input/output interfaces is resolved by the arbitration algorithm
(each input can deliver at most one cell to the switch in one cell time and each output
can accept no more than one cell in one cell time).

Queuing Strategies

o Single FIFO and Head-of-line Blocking: 1t is relatively easy to implement sin-
gle FIFO (first-in-first-out) switches. A single FIFO queue is used at each input
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where only the first cell in each queue is eligible to be forwarded. Head-of-line
(HoL) blocking may occur where no cell can be transmitted from an input be-
cause of a contention of the first packet in the FIFO queue. Though the next cell
in the queue may be without contention, it cannot be transmitted as this would
disrupt the queue. Single FIFO switches suffering from HoL blocking result in
poor performance. It is well known that such a switch with Bernoulli I.1.D. ar-
rivals under uniform traffic can only achieve a maximum throughput of 58.6%
when the number of ports is large [1]. For periodic traffic, HoL blocking can lead
to even worse performance [11].

o Windowing Mechanism: This mechanism enables the scheduler of the switch to
look ahead w (window size) cells in the queue at a time, relieving the HoL block-
ing problem and increasing performance by allowing cells behind the head of the
queue to be extracted. If the cell at the head of the queue cannot be transferred to
the intended output because of contention, the second cell is considered, and so
on, up to the wth queue position. Note that when w = 1, it is single FIFO queu-
ing. The performance of input-queued switches adopting this queue organization
grows with w, however, this gain is limited as the complexity of the queuing
mechanism increases.

o Virtual Output Queuing: HoL blocking can be completely eliminated by using a
virtual output queuing [2] architecture at the input side. Rather than maintaining
a single FIFO queue for all cells, each input maintains a separate queue for each
output as shown in Figure 1.2. There are thus a total of N2 input queues, where
each separate queue is called a VOQ and operates according to the FIFO disci-
pline. The scheduler will select among the HoL cells of each VOQ and transmit
them. HoL blocking is eliminated as no cell can be held up by a cell ahead of it
that is destined for a different output. When virtual output queuing is employed,
the performance of the switch depends on the scheduling algorithm that decides
which cells should be transmitted during a cell time under the condition that only
one cell can be delivered to each input and only one cell can be accepted at each
output. With suitable scheduling algorithms, an input-queued switch using vir-
tual output queuing can increase the throughput from 58.6% to 100% for both
uniform and non-uniform traffic [12].

1.2.4 Scheduling Algorithms for VOQ Switches

Per one time slot, each input can send at most one cell and each output can receive
at most one cell. Scheduling algorithms are necessary for crossbar switches to find a
proper one-to-one match between inputs and outputs in order to configure the cross-
bar. A variety of scheduling algorithms are proposed for the VOQ architecture. This
section presents an overview of some popular and effective schemes.



6

X. Lietal.

Input 1
1
__’< —l.e .__»Output 1
: N :
Input N :
: 1 :
< T Output N
—_— —® @o—
N

Figure 1.2. Virtual output queuing

Maximum Weight Matching Scheduling Algorithms

In maximum weight matching algorithms, a weight is attached with each request
from inputs to outputs. The weight could be the number of cells in the VOQ, the
waiting time of the HoL cell in the VOQ, etc.

LQF': The longest queue first (LQF) algorithm [13] takes the number of cells in
each VOQ as weight. The algorithm picks a match such that the sum of served
queues’ lengths is maximized. LQF can lead to the starvation of some queues.
Because it does not consider the waiting time of cells, queues with short length
may be starved even though the wait time of their HoL cells surpasses the total
weight time experienced by cells in a longer queue.

OCF: The oldest cell first (OCF) algorithm [13] uses the waiting times of HoL
cells as weights. The OCF algorithm selects a match such that the sum of all
served queues’ waiting time is maximized. Unlike the LQF algorithm, the OCF
algorithm does not starve any queue and unserved HoL cells will eventually be-
come old enough to be served.

LPF: Both LQF and OCF have high computation complexity of O(N?log N)
and it is impractical to implement them in hardware. The longest port first (LPF)
algorithm [14] is designed to overcome the complexity problem of LQF and OCF
and can be implemented in hardware at high speed. The weight of the LPF al-
gorithm is the total number of cells queued at the input and output interfaces:
wij = Yon_y Lig + Sn_y Lij (Lij is the number of cells in VOQ;;). This
sum is called port occupancy, which represents the workload or congestion that a
cell faces as it competes for transmission. It is proved in [14] that the maximum
weight match found by LPF is also a maximum size match. Thus, a modified
maximum size matching algorithm, which makes LPF less complex than LQF, is
used to implement LPF.

MWM scheduling algorithms achieve 100% throughput under any admissible

traffic. However, their good performance and stability come at the expense of high
computation complexity.
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Approximating Maximum Size Matching Scheduling Algorithms

Approximating maximum size matching algorithms are fast and simple to imple-
ment in hardware with today’s technologies. They provide 100% throughput under
uniform traffic and fairly good delay performance as well. However, they are not sta-
ble under non-uniform traffic. Most of the approximating maximum size matching
algorithms are iterative algorithms.

PIM: The Parallel Iterative Matching (PIM) [15] algorithm attempts to approxi-
mate a maximum size matching algorithm by iteratively matching the inputs to
the outputs until it finds a maximum size match. Each iteration consists of three
steps:

Step 1. Request. Each unmatched input sends a request to every output for which
it has a queued cell.

Step 2. Grant. If an unmatched output receives any requests, it grants one by
randomly selecting from all requests.

Step 3. Accept. If an input receives more than one grant, it accepts one by random
selection.

The PIM algorithm faces some problems. First, randomness is difficult and ex-
pensive to implement at high speed. Each arbiter must make a random selection
among the members of a time-varying set. Second, when the switch is oversub-
scribed, PIM can lead to unfairness between connections. Finally, PIM does not
perform well for a single iteration: it limits the throughput to approximately 63%,
only slightly higher than a FIFO switch.

Round-robin scheduling: All existing round-robin scheduling algorithms have
the same three steps as PIM. Instead of randomly matching cells, the input and
output arbiter adopts a round-robin scheme where the inputs and outputs take
turns. Round-robin scheduling overcomes two problems in PIM: complexity and
unfairness. Implemented as priority encoders, the round-robin arbiters are much
simpler and can perform faster than random arbiters. The rotating scheme makes
the algorithm assign bandwidth equally and more fairly among requests.

— iSLIP: One iteration of iSLIP [2] consists of three steps:

Step 1. Request. Each unmatched input sends a request to every output for
which it has a queued cell.

Step 2. Grant. If an output receives any requests, it chooses the one that ap-
pears next in a fixed, round-robin schedule starting from the highest priority
element. The output notifies each input whether or not its request was granted.
The pointer to the highest priority element of the round-robin schedule is in-
cremented (modulo ) to one location beyond the granted input if and only
if the grant is accepted in Step 3. If no request is received, the pointer stays
unchanged.

Step 3. Accept. If an input receives a grant, it accepts the one that appears
next in a fixed round-robin schedule starting from the highest priority ele-
ment. The pointer to the highest priority element of the round-robin schedule
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is incremented (modulo V) to one location beyond the accepted one. If no
grant is received, the pointer stays unchanged. iSLIP updates the grant point-
ers only when the grant is accepted. In this scheme, starvation is avoided.

— FIRM: FCFS in round-robin matching (FIRM) [16] achieves improved fair-

ness (as it approximates FCFS) and has tighter service guarantee than iSLIP.
The only difference between iSLIP and FIRM lies in Step 2. FIRM moves
the grant pointer regardless of whether the grant is accepted or not, i.e.:
Step 2. Grant. If an output receives any requests, it chooses the one that
appears next in a fixed, round-robin schedule starting from the highest pri-
ority element. The output notifies each input whether or not its request was
granted. The pointer to the highest priority element of the round-robin sched-
ule is incremented (modulo V) to one location beyond the granted input if
and only if the grant is accepted in Step 3. If the grant is not accepted, the
pointer is placed to the granted input. If no request is received, the pointer
stays unchanged.

The modification of the grant pointer results in enhanced fairness in terms of
FCFS service, i.e. FIRM approximates FCFS closer than iSLIP with the use of
the round-robin pointers. FIRM achieves this as it forces the scheduler to issue
the next grant to the unsuccessful request until the grant is accepted while iSLIP
may take the newly arrived request first.

Randomized Scheduling Algorithms

The motivation for proposing randomized algorithms is to overcome the complexity
of MWM algorithms and to achieve stability under any admissible traffic.

TASS: TASS [17] is the basic randomized algorithm proposed by Tassiulus. The
steps for this algorithm are as follows:

(a) Let S(¢) be the schedule used at time ¢.

(b) At time ¢ + 1 choose a match R(¢ + 1) uniformly at random from the set of
all N'! possible matches.

(c) Let S(t + 1) = argmax < S,Q(t + 1) > (Q(t + 1) is the queue-lengths
matrix at time ¢ + 1.)

It was proven that if the probability of R(¢ 4+ 1) being equivalent to the max-
imum weight matching is lower bounded by some constant ¢, the algorithm is
stable. Although TASS achieves stability under any admissible traffic, it does not
have good delay performance, especially under non-uniform traffic. Recently, a
group of randomized algorithms including APSARA, LAURA, and SERENA
were proposed [18]. The motivation behind these algorithms is to improve the
delay performance by exploiting some features of the switching problem while
maintaining stability.
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e APSARA: APSARA [18] selects a match for the current time slot based on three
inputs: the match of the last time slot S(t), neighbors of the match S(¢), and a
randomly chosen match Z (¢ +1). A neighbor of a match S, denoted as N (S(t)),
is obtained by exchanging the input/output pair of two connections in the match.
The weight is then computed from these inputs and chosen as the maximum
match time at ¢ + 1. The neighbor is used here with the objective of searching the
space matches in parallel.

e LAURA: LAURA [18] differs from APSARA in that LAURA uses a non-
uniform random sampling which has the purpose of keeping heavy edges in the
matching procedure and a corresponding merging procedure for weight augmen-
tation. By merging the matches of the randomly chosen Z (¢ 4 1) with the match
of last time slot S(t), a match with increased weight is obtained. Notice that when
compared with TASS, ‘merge’ is used instead of ‘max’ due to the performance
improvement obtained with the merging algorithms.

e SERENA: SERENA [18] makes some modifications to LAURA where it uses
the arrival information in the merging procedure. The arrival graph, A(t + 1),
is one component in the merging procedure and is directly used when it is a
match. Otherwise, modification to A(t + 1) is required in order to yield a match.
This information is used based on the observation that the accumulation of queue
lengths is due to arrival events, which also serve as a source of randomness.

Performance Comparison among Algorithms

MWM algorithms perform very well in terms of both delay and stability. However,
the computation complexity required to implement them is generally too high to be
practical. The more practical approximating MSM algorithms perform well under
uniform traffic, but are not stable under non-uniform traffic. Randomized algorithms
are linear in complexity and provide the benefit of being stable under any admissible
traffic as well. However, the delay encountered is higher than that of approximating
MSM algorithms, as randomized algorithms have been designed with objectives of
stability rather than small average delay. Figure 1.3 shows the average delay under
uniform traffic for these typical algorithms. Figure 1.4 compares the average delay
of the same algorithms under diagonal traffic.

1.2.5 Combined Input—Output-queued Switches

VOQs and an increase in the internal speedup of a switch are used to solve the HoL
blocking problem. If the switch fabric has an internal speedup, i.e. a few times faster
than the line rate, buffers are required at both input and output sides. This is a com-
bined input—output queued (CIOQ) switch, which can emulate an OQ switch with
a small speedup. There are two emulation schemes: emulating an OQ switch on
throughput and emulating both throughput and cell delivery order.
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Figure 1.3. Average delay performance for iSLIP (run with three iterations), FIRM (run with
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Exact Emulation of an OQ Switch

Consider an OQ switch whose output buffers are FIFO. A CIOQ switch is said
to behave identically to an OQ switch if, under identical inputs, the departure
time of every cell from both switches is identical. This is also called the exact
emulation of the OQ switch.

It was first formulated by Prabhakar and Mckeown in [10] that a CIOQ switch
with a speedup of 4 can behave identically to a FIFO-OQ switch. This result holds
for switches with an arbitrary number of ports and for any traffic arrival pattern.
Their proof is based on the scheduling algorithm called Most Urgent Cell First
(MUCFA). The urgency value of a cell used in the MUCFA is defined as the
distance it clones from the head of the output buffer in the shadow switch. The
cells in any output buffer of the CIOQ switch are arranged in increasing order
of urgencies, with the most urgent cell at the head. Once a cell is forwarded to
its output in the CIOQ switch, its position is determined by its urgency. MUCFA
works as follows:

(1) At the beginning of each phase, each output obtains its most urgent cells from
the inputs.

(2) If more than one output requests an input, then the input will grant the output
whose cell has the smallest urgency number. Ties are broken by the smallest port
number.

(3) Each unmatched output obtains its next most urgent cell from another un-
matched input. Then go to step 2.

(4) When the matching of inputs and outputs is no longer possible, cells are
transferred and MUCFA goes to step 1 for the next phase.

The way in which MUCFA matches inputs and outputs is a variation of the sta-
ble marriage problem, which was first introduced by Gale and Shapley and can
be solved by a well-known algorithm called GSA. GSA can find a stable match
in N? iterations [19]. MUCFA is extended to achieve the exact emulation by a
speedup of only 2 by a new algorithm called Joined Preferred Matching (JPM)
algorithm [20]. Similarly, Critical Cell First (CCF) has been proposed to emulate
an OQ switch with speedup 2 and with different output scheduling disciplines
[10]. There are two main disadvantages for those GSA-based algorithms men-
tioned above. First, the stable match in each phase can take as many as N? it-
erations. Second, the algorithms have a high information complexity: they need
to maintain a large amount information which is not locally available. The DTC
strategy is proposed to reduce the number of iterations and the GBVOQ algo-
rithm is proposed to avoid using global information [10]. However, these two
solutions cannot be combined.

Work-conserving
A switch is work-conserving if and only if each output is active at the end of

the time slot 7', where there are cells (either at input or at the output buffers)
at the beginning of that time slot. A work-conserving switch provides the same
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throughput performance as an OQ switch. The Lowest Occupancy Output First
Algorithm (LOOFA) has been proposed in [21] with the work-conserving prop-
erty in a CIOQ switch with a speedup of 2. An integer variable, occupancy, is
associated with each output queue in LOOFA. The occupancy of an input j at
any time is simply the number of cells currently residing in output j’s buffer.

(1) Each unmatched input selects the non-empty VOQ going to an unmatched
output with the lowest occupancy and sends a request to that output.

(2) The output, upon receiving requests from multiple inputs, selects one and
sends a grant to that input.

(3) The switch returns to step 1 until no more matches can be made.

This algorithm essentially gives priority to output channels with low occupancy,
thereby attempting to simultaneously maintain work conservation across all out-
put channels. The work conserving feature of the switch is independent of the
selection algorithm used at the outputs.

1.3 Buffered Crossbar Switches

1.3.1 Buffered Crossbar Switches Overview

For many years, buffered crossbar switches have been considered a viable solution to
improve the switching throughput as an alternative to bufferless crossbar switches.
Buffered crossbar switches have been studied for at least two decades [4, 22, 23].
In an architecture called pure buffered crossbar, as shown in Figure 1.5, buffering
occurs exclusively at the crosspoints and is utilized to minimize cell loss. The number
of ports is limited by the memory amount that can be implemented in a module chip.
An example of this architecture was proposed in [4], where a 2 X 2 switch module
with a crosspoint memory of 16 Kbytes each was implemented.

Unfortunately, at that time, it was not possible to embed enough buffering on-
chip and therefore this architecture was unable to comply with the required cell
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loss rate. In order to overcome the excessive on-chip memory requirement, buffered
crossbar switches with input queues were proposed [23, 24]. While there have been
many studies analyzing the performance of input FIFO based buffered crossbar
switches, a recent result proved that a buffered crossbar employing FIFO queues
as its input queuing can achieve 100% throughput under uniform traffic arrivals [25].
As with traditional 1Q switches, buffered crossbar switches with input VOQs were
researched in order to improve the switching performance.

Buffered crossbar switches with input VOQs (denoted VOQ/BCS) have recently
received a lot of interest from both research and industrial communities. Numer-
ous research groups have studied the VOQ/BCS architecture [3, 5, 26]. A represen-
tative example from industry that implemented VOQ/BCS is [27]. The first fixed-
size-cell VOQ/BCS architecture was introduced in [3] and was shown to outperform
conventional 1Q switching performance. A Combined Input-One-cell-Crosspoint
Buffered Switch (CIXB-1) with VOQs at the input employing a round-robin arbitra-
tion scheme was proposed in [28], and was shown to achieve 100% throughput under
uniform traffic. The same architecture was extended in [29] to support more than a
one cell internally buffered crossbar with input VOQs along with round-robin arbi-
tration. This architecture shows improvement over that of [28] by achieving 100%
under uniform traffic as well as non-uniform traffic. VOQ/BCS architecture oper-
ating on variable length packets has been studied and was introduced in [30, 31].
When directly operating on variable length packets, a VOQ/BCS no longer requires
a segmentation and reassembly (SAR) circuitry and no speedup to compensate for it
[31].

VOQ/BCS have also been studied in an attempt to emulate OQ switching. Very
interesting results have been proposed showing that a VOQ/IBC, running twice as
fast as the line rate, can emulate a FIFO OQ switch [32]. Other results [33], proved
that a VOQ/IBC with a speedup of two can emulate a broad class of algorithms (i.e.,
FCFS, Strict Priority, Early Deadline First) operating on an OQ switch. A more re-
cent and extended result [26] showed that a VOQ/IBC switch with two times speedup
can provide 100% throughput, rate and delay guarantees.

As will be shown, the VOQ/BCS has many advantages that alleviate the schedul-
ing task and make it simple. The increasing demand for terabit switches and routers
means that future commercial packet switches must be implemented with reduced
scheduling complexity, and buffered crossbar architecture, inherently, can implement
distributed scheduling schemes. In fact, buffered crossbar switches have been consid-
ered as a viable alternative to bufferless crossbar switches to improve the switching
performance.

1.3.2 The VOQ/BCS Architecture

In this section, we present the buffered crossbar architecture (VOQ/BCS) using the
notation and terminology that will be referred to in the rest of this chapter. We present
the switch model and its components such as inputs, internally buffered crossbar
fabric, and outputs. Then, we present the three steps that a scheduling cycle consists
of: input scheduling, output scheduling, and delivery notification.
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Architecture and Terminology

As shown in Figure 1.6, an N x N VOQ/BCS switch architecture consists of N
input cards, with each maintaining N VOQs, one for each output. The buffered
crossbar fabric component is the main characteristic of the VOQ/BCS that differen-
tiates it from the conventional 1Q/VOQ architecture, where small buffers are added
per crosspoint. Fixed size packets, or cells, are considered. Upon their arrival at the
switch, variable length packets are segmented into cells for internal processing and
re-assembled before they leave the switch. A processing cycle has a fixed length,
called cell or time slot. The architecture can be divided into three major parts and
described as follows:

Input Cards: There are IV input cards; each one maintains IV logically separated
VOQs. When a packet destined to output 7, 0 < 7 < N > 1, arrives at the input
card4,0 <47 < N >1,itisheld in VOQ;;. A VOQ;; is said to be eligible for
being scheduled in the input scheduling process if it is not empty and the internal
buffer X P;; is empty.

Buffered Fabric: The internal fabric consists of N2 buffered crosspoints (XP).
Each crosspoint has a one-cell buffer. A crosspoint X P;,;, holds cells coming
from input ¢ and going to output j.

X PBi; is the set of the internal buffers for all outputs j (X Pio+- - -+ X Pj(ne1))-
X PBj is the set of the internal buffers for all inputs i (X Po; +- - -+ X P(ne1)5)-
Flow Control: Between each two time slots a flow control mechanism is per-
formed for information exchange between the crosspoints and the input cards.

YR
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Figure 1.7. Scheduling cycle for the VOQ/BCS architecture

Each crosspoint X P;; tells its corresponding input card 7 whether or not it is
ready to receive a cell during the next time slot.

It is of note that the arbiters at the inputs and the outputs are totally distributed.
There are as many arbiters as input ports, and the same applies for the outputs. The
arbitration made by any arbiter does not depend on the other arbiter’s decisions. At
every input port, all an arbiter ¢ needs to maintain is the state of the VOQs belonging
to its port ¢ and the internal buffer’s X PB; state corresponding to these VOQs.
However, for each output arbiter, it is even simpler. All an output arbiter j needs
to maintain is the occupancy of its corresponding internal buffers X PB;.

Scheduling Process

With the structure described above and the corresponding notation, a scheduling cy-
cle consists of three steps:

1. Input scheduling: each input selects one cell, in a predefined manner, from the
HoL of an eligible VOQ.

2. Output scheduling: each output selects one cell, in a predefined manner, from
all the internally buffered cells in the crossbar to be delivered to the output port.

3. Delivery notification: for each delivered cell, inform the corresponding input of
the internal buffer status; that is, change the status of the corresponding VOQ to
be eligible.

Figure 7(a) illustrates a scheduling cycle consisting of the three above-mentioned
phases. The input scheduling is performed first, followed by the output scheduling,
and finally the delivery notifying. It is of note that for fast implementation purposes,
the output scheduling and the delivery notifying steps can be overlapped, as shown
in Figure 7(b).

Features of the VOQ/BCS Architecture

This section presents the features that the VOQ/BCS offers. We will present these
characteristics in terms of comparison with the input queued and the shared memory
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architecture. Compared to the existing architectures, the VOQ/BCS architecture has
substantial advantages. They can be summarized as follows:

Better performance: In the IQ/VOQ architecture, a scheduling algorithm makes
a match between inputs and outputs. An input can select an output provided that
this output is not occupied by other inputs. This matching mechanism is usually
done through the request—grant—accept phases. As was shown in [34], the deci-
sion time spent by the grant and the accept arbiters takes approximately 75% of
the whole iteration time. This is due to high information exchange between the
input and output schedulers, which enforces a high dependency between them,
hence making their design complex and centralized. While in the VOQ/BCS ar-
chitecture, if an output is not ready to receive the cell, the input can still transmit
it to an internal buffer provided the internal buffer is empty. In other words, the
choices of inputs and the choices of outputs needn’t be synchronous. This can
entirely resolve the problem of output contention, since an input can send to
more than one output (via the internal buffer) and likewise, more than one out-
put can receive cells coming from the same input. Figure 8(b) shows an example
of output contention resolution. Adopting the VOQ/BCS architecture, the input
schedulers and the output schedulers are totally distributed. There is no informa-
tion exchange among them at all. This in turn, reduces the queuing delay and
increases the throughput, hence improving dramatically the overall performance
of the switch.

The example shows a 2 x 2 1Q switch, Figure 8(a), and a buffered crossbar switch,
Figure 8(b). In the first case, Figure 8(a), the two HoL cells (A and C) have
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Figure 1.9. Delay performance under Bernoulli IID uniform traffic

the same destination output, and one of them can be forwarded because of the
output contention. However, in Figure 8(b), the same input HoL cells A and C can
be transmitted, simultaneously, to the internal buffers, since only I o is full.
Therefore the output contention problem does not occur at all for the buffered
crossbar case, so long as the internal buffer is free.

To show the far better performance a VOQ/BCS exhibits when compared to a
bufferless architecture, we plot the performance study of [28]. A 32 x 32 buffered
crossbar switch, using a simple round-robin arbitration scheme, was simulated
under Bernoulli IID uniform traffic and compared to that of a bufferless architec-
ture using iSLIP with one and four iterations, as in Figure 1.9.

Higher speed and simpler implementation: Many scheduling algorithms for
the IQ/VOQ architecture are iterative (e.g. iSLIP, FIRM). However, the perfor-
mance of a single iteration is often not good enough. For iSLIP, usually four
iterations are employed. These additional iterations result in additional complex-
ity. For this architecture, we just run the above three steps. Input scheduling and
output scheduling can be totally independent, reducing largely their arbitration
complexity, which is linear on the input ports number V.

Lower hardware requirement: With shared memory, a speedup of N is re-
quired to transfer all the incoming cells simultaneously to their outgoing ports.
However, for the VOQ/BCS architecture, each internal buffer is separated from
one another. An internal buffer will be accessed at most two times: once by an
input and once by an output.
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However, for a large number of inputs/outputs, the number of internal buffers
becomes huge (since it equals N?). Even though VLSI density increases make it
possible to embed enough memory on chip, it can still be quite difficult to put so
much memory on a crossbar. One way to make the implementation easier is by mov-
ing the internal buffers out of the crossbar and putting them at the input side of the
chip and adding two multiplexers. The first multiplexer at each input chooses one
among the N VOQs and sends the HoL packet to the internal buffers, and the second
multiplexer chooses one internal buffer according to the packet’s destination output
in which to put the received packet. Another implementation variant is putting the
internal buffers at the output side instead of the input. The multiplexer at an output
chooses one internal buffer to receive a packet and then sends it out. It is quite clear
that the two variants are equivalent to the original architecture. We believe that these
two alternative layouts are less complicated and more scalable than the conventional
one.

Scheduling Cells in the VOQ/BCS Architecture

As bufferless scheduling algorithms reached their practical limitations due to higher
port numbers and data rates, buffered crossbars received increased interest because
they have the potential to solve the complexity and scalability issues faced by their
bufferless predecessors. The increasing need for terabit switches and routers means
that future commercial packet switches must be implemented with reduced schedul-
ing complexity, and buffered crossbar architectures, inherently, can implement dis-
tributed scheduling schemes.

In the past few years, many scheduling schemes have been proposed for the
VOQ/BCS architecture. The first, [3], used input and output arbitration schemes
based on the Oldest Cell First. The second scheme presented was based on round-
robin arbitration in both input and output scheduling [28]. While these two schemes
were proven to achieve 100% throughput under uniform traffic, they performed
rather poorly under non-uniform traffic patterns. To overcome this, a scheme based
on Longest Queue First (LQF) input scheduling followed by a round-robin arbitra-
tion scheme in the output side was proposed and demonstrated 100% throughput
under uniform traffic patterns.

It is of note that the algorithms presented above were compared with buffer-
less schemes and were demonstrated, as expected, to have much better performance.
However, as mentioned earlier, the VOQ/BCS has key advantages that ensure the
scheduling algorithm is simple and efficient at the same time. So far, most existing
algorithms (OCF, RR, and LQF) are just simple mappings of previously proposed
algorithms for bufferless crossbar switches into the new VOQ/BCS architecture.

The presence of internal buffers significantly improves the overall performance
of the switch due to the advantages it offers. A scheme that takes full advantage
of the internal buffers was recently presented in [35]. This scheme was, in fact, an
approximation of the First Come First Served (FCFES) policy. It was based on the
Currently Arrival First (CAF) cell in the input scheduling followed by a priority
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Figure 1.10. Delay performance under bursty uniform traffic, [ =100

scheme called Priority ReMoVal (PRMV). A scheme that exclusively used the inter-
nal buffers was also proposed [36]. This scheme is called the Most Critical internal
Buffer First (MCBF), and is based on the Shortest internal Buffer First (SBF) at the
input scheduling and on the Longest internal Buffer First (LBF) at the output side.
The authors addressed the important role that the internal buffer element plays in the
scheduling process due to its shared nature. While being a stateless scheme, MCBF
outperforms weighted scheduling schemes such as LQF and OCF. Figure 1.10 shows
the delay performance of MCBF, LQF-RR and OCF-OCF under uniform burst traffic
with burst length equal to 100.

1.4 Multi-stage Switching

1.4.1 Architecture Choice

Clos-network switch architectures can be categorized into two types. The first type
has buffers in the second stage, such as the WUGS architecture in [6]. The function
of the buffers is to resolve contention among cells from different first-stage modules.
However, cells may be mis-sequenced at the output ports, requiring a re-sequence
function, which is difficult to implement when the port speed increases. The sec-
ond type of architecture has no buffers in the second stage and uses shared memory
modules in the first and last stages to aggregate cells. The ATLANTA switch with
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its Memory/Space/Memory (MSM) architecture is a commercially successful exam-
ple [7]. This architecture is more promising as no mis-sequence problem exists. We
describe several dispatching algorithms for the MSM architecture, including con-
current dispatching (CD), concurrent round-robin dispatching (CRRD), concurrent
master—slave round-robin dispatching (CMSD), and concurrent static round-robin
dispatching (SRRD).

However, one disadvantage of the MSM architecture is that the input and out-
put stages are both composed of shared-memory modules, introducing a mem-
ory speedup problem. Although the speedup is smaller than that in output-queued
switches, it definitely hinders the switch’s ability to scale up to very large port num-
bers.

The memory speedup problem was solved by the bufferless Clos-network archi-
tecture proposed in [37]. This architecture contains only crossbar switching elements
in all stages. All cells are stored in the input port cards, as done with the virtual out-
put queuing structure in single-stage crossbar switches. Since the switching elements
are fully distributed by smaller modules, this raises the challenge of how to design
the scheduling algorithm in a fully distributed way. We then describe the Distro dis-
patching algorithm for the bufferless Clos-network architecture.

1.4.2 The MSM Clos-network Architecture
Switch Model

The switch architecture used in this paper is based on [37] and is shown in Figure
1.11. The input and output stages are both composed of shared-memory modules,
each with n port interfaces. They are fully interconnected through a central stage
that consists of bufferless crossbars of size £ x k. In the switch, there are k input
modules (IM), m central modules (CM), and k output modules (OM).

An OM(j) has n buffered output ports, OP(j,h). Each output port buffer can
receive at most m cells from m central modules and send at most one cell to the
output line in one time slot.

An IM(7) has nk virtual output queues, VOQ(, j, h), for storing cells that go
from IM(¢) to OP(j, h) at OM(j). Each virtual output queue can receive at most n
cells from n input ports and send one cell to the central module. We use VOQ Group
(i, ) to represent all VOQs storing cells from IM(z) to OM(5).

An IM(%) has m output links, LI(4, 7), connecting to each CM(r). An CM(r) has
k output links, LC(r, 7), connecting to each OM(y).

Concurrent Dispatching (CD)

The distributed architecture implies the presence of multiple contention points in the
switch. The ATLANTA switch proposed the CD algorithm with highly distributed
nature [7, 38]. It works as follows.

In each time slot, each IM randomly selects up to m VOQs and randomly sends
the requests to CMs. If there is more than one request for the same output link in
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Figure 1.11. The MSM Clos-Network model

a CM, it grants one request randomly. Finally, the granted VOQs send to the corre-
sponding OP in the next time slot.

However, the CD algorithm cannot achieve a high throughput unless the internal
bandwidth is expanded. The original CD algorithm applies a backpressure mecha-
nism in the dispatching process. We describe only its basic concept and character-
istic in this paper. We also assume that the buffer size in the IMs and OMs is large
enough to avoid cell loss. Hence we can focus the discussion on the properties of the
dispatching algorithms.

Concurrent Round-robin Dispatching (CRRD)

In crossbar switches, round-robin arbitration has been developed to overcome the
throughput limitation of the PIM algorithm. Similarly, the CRRD algorithm has been
proposed in [39] to overcome the throughput limitation of the CD algorithm by us-
ing round-robin arbiters. It is based on the request-grant-accept (RGA) handshaking
scheme, just as in the iSLIP algorithm. Since contention occurs in both output links
of the IMs and CMs, two phases must be employed to resolve the contentions. In
Phase 1, the algorithm employs iterative matching between VOQs and output links
in each IM. Phase 2 then performs contention control for the output links in the CMs.
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Phase 1: Iteractively Matching within IM:

e Step 1 Request: Each unmatched, non-empty VOQ(i, j, h) sends a request to
every output link LI(Z, 7).

e Step 2 Grant: Each output link LI(z, ) selects one request with the round-robin
arbiter and sends the grant to the selected VOQ.

o Step 3 Accept: Each VOQ V (4, j, h) selects one grant with the round-robin arbiter
and sends an acceptance notice to the selected output link LI(7, ).

Phase 2: Matching between IM and CM:

e Step I Request: Each IM output link LI(3, ), which was accepted by VOQ(4, 7, h)
in Phase 1, sends the request to the CM output link LC(r, j).

o Step 2 Grant: Each CM output link selects one request with the round-robin
arbiter. It then sends the grant to the selected IM.

o Step 3 Accept: If the IM receives the grant from the CM, it sends the head cell
from the matched VOQs in the next time slot.

Note that CRRD uses three sets of round-robin arbiters to resolve the contentions
in IMs and CMs. As with iSLIP, the round-robin pointer in the arbiters is updated
to one position after the selected position if and only if the match within the IM is
achieved in Phase 1 and the request is granted by the CM in Phase 2. The desyn-
chronization effect of the round-robin pointers in CRRD works exactly as in iSLIP.
As a result, CRRD provides 100% throughput under uniform traffic and burst traffic
independent of the number of iterations in Phase 1.

Concurrent Master/Slave Round-robin Dispatching (CMSD)

The CMSD is an improved version of the CRRD. It employs two sets of arbiters in
the IM, a master and a slave. They operate concurrently in a hierarchal round-robin
manner. The CMSD differs from the CRRD only in the iterative matching process in
Phase 1.

Phase 1: Iteractively Matching within IM:

e Step I Request: Each unmatched, non-empty VOQ(4, j, h) sends a request to the
jth slave arbiters in every output link arbiter LI(¢, 7). At same time, each VOQ
Group (4, j) that has at least one unmatched, non-empty VOQ sends a request to
the master arbiter in every output link LI(z, 7).

e Step 2 Grant: Each slave arbiter and master arbiter simultaneously selects the
request in a round-robin fashion. At same time, each master arbiter selects one
VOQ Group’s request in a round-robin fashion. Finally, LI(¢, ) sends the grant
to VOQ(%, 7, h) if and only if j has been selected by the master arbiter and & has
been selected the jth slave arbiter.

o Step 3 Accept: Each VOQ(4, j, h) selects one grant in a round-robin fashion and
sends an acceptance notice to the selected output link LI(4, ).
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CMSD provides enhanced scalability while preserving the advantages of CRRD.
In CRRD, each arbiter in LI(z, ) should make the decision among nk requests. In
CMSD, master arbiters need only consider k requests and slave arbiters n requests.
Since all arbiters can operate simultaneously, this will considerably reduce the arbi-
tration time.

Concurrent Static Round-robin Dispatching (SRRD)

The Static Round-robin (SRR) scheme has been demonstrated to give very good de-
lay performance in crossbar switches. The key idea is to desynchronize the pointers
in the round-robin arbiters in a static way and to use a rotating-search technique to
improve the performance under non-uniform traffic. Intuitively, we can apply the
SRR technique into dispatching processes in the Clos-network switching system.
The Static Round-robin Dispatching (SRRD) scheme was proposed in [40].

SRRD is exactly the same as CMSD except in its method for updating the round-
robin pointers. The novelty of our SRRD scheme is the systematic initialization and
intelligent updating of the pointers. All pointers are artificially set to be desynchro-
nized to efficiently resolve the contentions in each time slot, and it is guaranteed that
no VOQ will be starved in every IV time slots.

Performance Evaluation

We compare the delay performance of the dispatching algorithms in the MSM archi-
tecture and in the single-stage crossbar switch architecture under uniform traffic. We
use the Clos-network setting m = n = k = 8, which corresponds to a port size of
N = 64 in the crossbar switch.

As shown in Figure 1.12, the average delay of the algorithms in the MSM ar-
chitecture is larger than those in the crossbar switch when load is below 0.5. This
is because most of the dispatching algorithms in the crossbar switch perform fairly
efficiently under low traffic load. The MSM architecture introduces more contention
points in the distributed modules, however, the performance of the architecture is
improved significantly in the heavy load region, as shared memory modules are ef-
fectively used.

The randomness-base algorithms, PIM and CD, could only achieve about 60%
throughput. All remaining round-robin algorithms can achieve 100% throughput un-
der uniform traffic. SRRD has the lowest average delay and is much closer to the
performance of an output-queued switch. This result shows the significant effect of
the SRR technique in the MSM architecture.

1.4.3 The Bufferless Clos-network Architecture
Switch Model

One disadvantage of the MSM architecture is that the input and output stages are
both composed of shared-memory modules. This results in a memory speedup of n
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Figure 1.12. Delay comparison of crossbar and MSM

in each IM and k in each OM. In output-queued switches, the memory speedup is
N = n x k. Although the speedup of MSM is smaller than that in output-queued
switches, it definitely hinders a switch’s ability to scale up to very large port numbers.
In [37], a bufferless Clos-network switching architecture has been proposed.

As depicted in Figure 1.13, the bufferless Clos-network architecture is slightly
modified from the MSM architecture by replacing all shared memory modules by
crossbars. All cells are stored in the input port cards, the same as the virtual output
queuing structure in single-stage crossbar switches.

An IP(4,g) has N virtual output queues, VOQ(i, g, j, h), storing cells that go
from IP(, g) to OP(j, h) at OM(j). Each virtual output queue can receive at most
one cell and send at most one cell. A VOQ Group (i, g, j) comprises all VOQs from
IP(i, g) to OM(4). In this paper, ¢ corresponds to an IM, ¢ to a specific input port of
an IM, j corresponds to an OM, and £ to a specific output port of an OM.

Distro Dispatching Algorithm

Since contention points exist in all output links of the IPs, IMs, CMs and OMs,
scheduling in the bufferless architecture is more challenging than in the MSM archi-
tecture. The Distributed Static Round-robin (Distro) dispatching algorithm has been
proposed in [37] to dispatching cells in the new architecture. The Distro algorithm is
a natural extension from algorithms in the MSM architecture.

The additional two phases are included in Distro because elimination of shared
memory modules in the first and third stage introduces two more contention points.
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Figure 1.13. The bufferless Clos-network model

Note that the algorithms for the MSM architecture are based on the request-grant-
accept (RGA) handshaking scheme. This approach is difficult to implement when too
many contention points exist, and therefore the Distro algorithm adopts the request-
grant (RG) scheme as proposed in the DRRM algorithm. Similar to SRRD, the Dis-
tro algorithm systematically initializes and intelligently updates the pointers. As a
result, all pointers are artificially set to be desynchronized to efficiently resolve the
contentions in each time slot, and it is guaranteed that no VOQ will be starved in
every N time slots.

Each IP(7, g) is associated with Arbiter j (¢,g), VOQ Group in IP(4,g) with
Arbiter h (i,g,7), LI(¢,r) with Arbiter g (¢, r), LC(r, j) with Arbiter 4 (r, j), and
OP(j, h) with Arbiter 7 (j, h). All arbiters are making decisions in a round-robin
fashion. Round-robin pointers of the highest priority are desynchronized at the start
and will be updated systematically to keep the desynchronization in each time slot.
The Distro algorithm works as follows:

e Phase 1 Request selection in each IP(i,2): Each Arbiter j (i, g) selects an non-
empty VOQ Group (i, g, j). At the same time, each Arbiter h (i, g, j) selects a
non-empty VOQ(4, g, 7, h) within VOQ Group (%, g, j). Then each IP(, g) sends
the request [4, ] to its output link.

e Phase 2 Grant from LI(i,r): Each LI(4,r) systematically chooses the request
[4, h] from IP(¢, g) and sends the request to LC(r, 7).

e Phase 3 Grant from LC(ry): If LC(r, j) receives one or more non-empty re-
quests from k Lls, it chooses the request [j, h] in LI(¢, r) with Arbiter 4 (r, j)
and sends the request to OP(j, h).

e Phase 4 Grant from OP(j,h): If OP(j, h) receives one or more non-empty re-
quests from k LCs, it chooses the request [j, h] in LC(r, j) with Arbiter_r (j, h).
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Figure 1.14. Delay comparison with crossbar and multi-stage scheduling algorithms

Finally, OP(j, h) notifies the IP(z, g) via the granted path, and the VOQ (4, g, j, h)
will send to OP(j, h) in the next time slot.

As mentioned before, the bufferless Clos-network architecture is very scalable
for port size. There are actually many flexibilities in the configurations. We can either
scale up the port size by increasing the number of ports n per input/output module,
or increasing the number of central modules m. Note that m must be larger than or
equal to n in order to achieve the non-blocking property in Clos networks.

Performance Evaluation

We compare the delay performance of our Distro algorithm with other related algo-
rithms in Figure 1.14. It is clear that Distro achieves 100% throughput under uniform
traffic. When load is less than 0.65, the Distro algorithm is worse than iSLIP on a
reasonable scale. This is due to an increased number of contention points in the
Clos-network switches. However, as the load increases, the desynchronization effect
of Distro improves the delay performance. In the heavy load region, the performance
of Distro closely approximates to the performance of the SRR algorithm.

The delay performance of the MSM algorithms is generally worse than other
algorithms in the light load region. Since the MSM algorithms use shared-memory
modules to resolve the contention for OPs, their delay performance in the heavy load
region are the best when compared with other architectures. This is compensated by
the high memory speedup.
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Figure 1.15. Illustration of a multi-rack switching system (1024 x 1024, 4 racks)

1.5 Optical Packet Switching

1.5.1 Multi-rack Hybrid Opto-electronic Switch Architecture

The explosion of Internet traffic has brought about an acute need for broadband com-
munication networks. This heightens the demand for high-performance switches /
routers more than ever and terabit switching systems are now receiving much at-
tention. However, such systems with high power consumption and large numbers
of ports can no longer be built in a compact, single-rack fashion [41]. Most high-
capacity switches currently under development employ a multi-rack system archi-
tecture, as shown in Figure 1.15, with the switching fabric in one rack and line cards
spread over several racks. Such racks are connected to each other via cables.

Besides the overall architecture there is the choice of hardware switch compo-
nents. This includes:

e Packet buffering and processing: because of the immaturity of optical buffering
technology, such as fiber delay lines (FDL) [42], packets are still buffered and
processed electronically.

e [nterconnects: cables replace the backplane in multi-rack systems. Interconnects
can be copper or parallel optical cables. However, compared to copper cables,
parallel optics are favored for higher bandwidth, lower latency and extended link
length beyond copper capabilities [43].

e Fabric: The fabric can be electronic or optical. Suppose a traditional electronic
fabric is used. In such a system architecture, a series of opto-electronic con-
versions are needed to switch packets. Line cards terminate high-capacity op-
tical fiber links from the network, and the received packets are processed and
buffered electronically. Since the switch is located in an independent rack, fiber
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links are used to transfer packets between the line cards and the switch fabric. It
is clear from the above description that the system introduces an additional layer
of opto-electronic (O/E) conversions between the interconnect and the switch
fabric, which results in high complexity and significantly higher cost. In addi-
tion, the central electronic fabric occupies valuable floor space, consumes a lot
of power, and poses several reliability problems owing to the large number of
high-speed active components.

An obvious evolution to this architecture is to try to replace the central electronic
fabric with an optical fabric [44, 45, 46, 47, 48]. Optical switch fabrics may
overcome the cost, power, space, and scalability problems that arise in sizing
traditional electrical backplanes into the terabit regime.

To this end, an opto-electronic hybrid switch based on the strengths of both elec-
tronics and optics is a practical and viable approach. This architecture uses electron-
ics for packet processing/scheduling/buffering and optics for packet transmission and
switching.

1.5.2 Optical Fabrics

The basic premise of optical switch fabrics is their high switching capacities and
reduction in O/E conversions. These advantages are significant as there is no need
for lots of expensive high-speed electronics. Furthermore, optical fabrics are cheaper
and smaller in physical size. They may also provide potential benefits including scal-
ability, high bit rate, and low power consumption. The technologies include optical
micro-electromechanical systems (MEMS)-based switching [49][50], thermal opti-
cal switching [51], electro-optic switching, bubble switches [52], etc. Reference [53]
gives a detailed comparison between these optical switching technologies.

We use optical MEMS fabric as an example. The basic switching elements of
MEMS are tiny micro-actuated free-rotating mirrors as shown in Figure 1.16. The
switching function is performed by reflection of the light. MEMS has several hundred
of these tiny mirrors arranged in arrays and integrated on a silicon chip. The two-
dimensional (2D) optical MEMS has mirrors arranged in a crossbar configuration
[54]. Figure 1.17 shows a photo of a 2D N x N switch fabric made by AT&T [55].
Collimated light beams propagate parallel to the substrate plane. When a mirror is
activated, it moves into the path of the beam and directs the light to one of the outputs
by making a 45° angle with the beam. In general, the (z, j) mirror is raised to direct
light from the ith input fiber to the jth output fiber. The mirror is no larger in diameter
than a human hair. Several hundred such mirrors can be built on a chip no larger than
a few centimeters square. Since MEMS create so many mirrors on a single chip,
the cost per switching element is relatively low. Therefore, MEMS allow low-loss
large-port-count optical switching solutions at very low cost per port.

Although there are many advantages to using optical fabrics as mentioned before,
these technologies are still emerging and usually exist in sub-optimal form today. The
reconfiguration times (or reconfiguration delay) of optical fabrics are much longer
than those of electronic fabrics. For example, a MEMS-based optical fabric needs
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Table 1.1. Reconfiguration delay times for some optical switching technologies

Switching technology Delay
Optical |Mirror/gap-closing electrostatic actuator 7 ms
MEMS |1 x 2 MOEMS switch based on silicon-on-insulator|{32—-200 ns
and polymeric waveguides
Thermal [Bubble-actuated switch 1 ms

optical  |Fully packaged polymeric four arrayed <5ms

switch |2 x 2 DOS
Electro-optic|Electroholographic (EH) optical switch (1 x 2) < 10 ns

switch  |Liquid crystal holographic optical switch (1 X 8) |ms
Electronically switchable waveguide 10-50 ns
Bragg gratings switch (2 x 2)

to adjust the angles of the fabric mirrors to set up new connections. This introduces
mechanical settling, synchronization, and other time-consuming operations. These
operations take times from hundreds of nanoseconds to a few milliseconds [53].
Table 1.1 samples the reconfiguration delay times for several different technologies.
This is around 10 to 10° time slots for a system with a slot time equal to 50 ns (64
bytes at 10 Gb/s).
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1.5.3 Reduced Rate Scheduling

As introduced earlier, the scheduling task in all switches is to find a one-to-one bi-
partite match between inputs and outputs to switch out the packets, no matter if the
fabric is optical or electronic. Generally in each time slot, the electronic switch runs
the scheduling, sets up a new fabric connection, and then transfers the corresponding
cells.

However, this slot-by-slot approach is not practical for optical switches. For ex-
ample, if the reconfiguration delay equals one time slot, one cell transmission takes
two time slots. One time slot is for scheduling and connection setup (fabric recon-
figuration), the second time slot is for actual transmission. In other words, only half
of the fabric bandwidth is used for cell transmission (which is effective bandwidth);
while the other half is wasted for reconfiguration. For a switch which transfers 64B
packets at a 40 Gb/s line rate and suffers a 100 ns reconfiguration delay, the effective
bandwidth is as low as 10%. If the reconfiguration delay is not addressed by a proper
scheduling scheme, it can severely cripple the performance of optical switches. It is
clear that the scheduling rate must be reduced to compensate for the reconfiguration
delay. Each schedule holds for some time rather than changing at every time slot.

The reduced rate scheduling is not a simple extension of scheduling algorithms
introduced in Section 1.2. It has been proven that the scheduling problem for optical
switches with reconfiguration delay is NP-hard [48]. Currently, most of the reduced
rate scheduling algorithms use the time slot assignment (TSA) approach [56, 57, 58,
48] and provide heuristic solutions.

1.5.4 Time Slot Assignment (TSA) Approach

The TSA-type of algorithm periodically accumulates incoming traffic and maps this
batch to a set of switch configurations. The objective of TSA scheduling in an optical
switch is to find a set of fabric configurations (or schedules) and their respective
holding time, to switch out all of the accumulated traffic, and to maximize the fabric
utilization. In other words, this is equivalent to minimizing the total transmission
makespan, which includes the time spent in transmitting traffic and the time spent in
reconfiguring the fabric. This is proved to be NP-hard under non-zero reconfiguration
delay [48]. All algorithms introduced here are heuristic.

Scheduling Scheme

Using the TSA scheduling scheme, the switch works in a three-stage accumulation,
scheduling, and transmission cycle. The length of the accumulating stage is set to be
a predefined system constant 7". Incoming traffic in these 7" time slots are stored in
traffic matrix D. For a N x N switch, D = (d;;) is a nonnegative integer N x N
matrix. d;; represents the number of cells received in input ¢ whose destinations are
output 7 during the accumulating stage. The scheduling stage then finds a set of IV,
schedules Py, P, ..., Py, for the accumulated traffic. Each schedule will be held
for ¢1, @2, ..., ¢n, time slots respectively. Following the scheduling decision, the
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transmission stage sets up the fabric and switches out the traffic repeatedly until all
packets are sent out. The transmission makespan is equal to ZkN;l oK + Ngo. Figure
1.18 shows an example of TSA scheduling in a 3 x 3 switch.

The three-stage TSA operations can be further accelerated by using a pipelining
framework as shown in Figure 1.19, with each stage running in 7" time slots. Notice
that since the transmission stage suffers from a N4 reconfiguration delay and poten-
tially empty time slots (that exist when a particular connection is held with no more
packets to transmit), speedup S is generally needed to ensures it finishes within 7'
time slots.

TSA algorithms are favored because of their good features:

e Stability: because the traffic batch gathered in the accumulation stage is always
sent out in the transmission stage, TSA scheduling is stable under any admissible
traffic patterns.

o Bounded cell delay: the pipeline diagram indicates that a cell will go through
the switch within 37" slot times. This bounded worst cell delay (37") makes it
possible to provide QoS guarantees.

For the required buffer size, it is observed that traffic from at most three different
batches may appear in a particular input buffer at the same time. Assume B is the
number of bits sent to one input per time slot. A buffer of size 37'B is enough for
each input and 27" B for each output. If all ports are considered, the switch needs at
most 5T BN bits buffer size.
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Figure 1.19. Pipelined TSA execution with two traffic batches

1.5.5 DOUBLE Algorithm

Early TSA algorithms assume the reconfiguration delay to be zero [56] or infinite
[57] for simplicity. However, the extreme assumptions on reconfiguration delay are
no longer practical in optical switching systems. A recent DOUBLE algorithm [58]
considers scheduling under moderate reconfiguration delays. It performs better than
algorithms with extreme assumptions under a large spectrum of reconfiguration delay
values [58].

DOUBLE works by separating the traffic matrix D into coarse and fine matrices
and devotes N configurations to each. Coarse matrix A and fine matrix B are gen-
erated in a way that ensures D < [T/N]A + B. The algorithm first generates the
coarse matrix A by dividing the elements of D by T//N and taking the floor. The
rows and columns of A sum to at most NV (because of the admissible traffic assump-
tion), thus the corresponding bipartite multigraph can be edge-colored in NV colors.
Each subset of edges assigned to a particular color forms a match, which is weighted
by [T'/N. The fine matrix B for D does not need to be explicitly computed because
its elements are guaranteed to be less than [7/N|. Thus, any N configurations that
collectively represent every entry of B, each weighted by [T/N7], can be used to
cover the fine portion. An example of DOUBLE execution is shown in Figure 1.20.

In summary, DOUBLE generates 2N schedules, each with holding length [T/N].
The total transmission makespan is 2N x [T/N] 4+ 2N x § = 2T + 2N¢. DOU-
BLE has a time complexity of O(N?1log N), which is mainly determined by the
edge-coloring algorithm [59].

1.5.6 ADJUST Algorithm

Although the DOUBLE algorithm greatly enhances scheduling performance, its
scheduling decision is rigid and does not change according to different system para-
meters. For example, if there are two switching systems with the same switch port
number and accumulation time, but with different reconfiguration delay, DOUBLE
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Figure 1.20. Example of the DOUBLE algorithm

will generate identical scheduling. However, it is natural that when the reconfigu-
ration delay increases, the number of schedules should decrease to avoid incurring
large overhead. Furthermore, simulation shows that a fixed choice of matrix divi-
sion factor (T'/N') may cause a large fine matrix with high cost, especially when the
reconfiguration delay is relatively small compared to the accumulation length. All
the above greatly influence the flexibility and performance of the DOUBLE algo-
rithm. An enhancement ADJUST algorithm is therefore proposed. By introducing a
regulating factor A = 4/T'/dN, it is able to self-adjust with different systems.

Similar to DOUBLE, ADJUST works by first separating the traffic D into a quo-
tient matrix and a residue matrix and assigning schedules to each. The matrices are
generated by dividing the elements in D by 7'/AN. Under such a division, quotient
and residue matrices can be covered by AN and NN configurations, respectively. All
configurations hold for [T//AN] time slots. The total transmission makespan is then
(T + 6N) + (SAN + %) (refer to [48] for details). The makespan is minimized
when A = /T/JN. An example of ADJUST execution is shown in Figure 1.21. For
N =3, T =48 and § = 1, the regulating factor A = /T /dN = 4.

It is obvious that the ADJUST algorithm always outperforms DOUBLE in the
sense of makespan minimization. In fact, the DOUBLE algorithm can be viewed as
a special case with A setto 1.
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1.6 Conclusion

In this chapter, we have presented and discussed different router and ATM switch
designs. We have discussed the bufferless switch architecture, the buffered switch
architecture, the Clos-network architecture and the optical switching architecture.

The IQ crossbar switch is of interest due to its low hardware requirements, scal-
ability and popularity. An IQ switch adopting a FIFO queue structure suffers from
the HoL problem, which reduces the throughput of the switch to nearly half its avail-
able bandwidth. The speedup-based solution relies on the availability of advanced
technology in terms of fast memory. However, this is totally impractical for high-
performance routers. Very high speed is either uneconomical or simply impossible to
achieve. The well-known efficient VOQ architecture is used to overcome the block-
ing problem and is of interest because of its ability to improve the switching capacity
by several orders of magnitude. Despite its popularity, the VOQ solution has its own
problems. A centralized scheduler is required to configure the switch so that, at each
time slot, each input sends one cell to at most one output and each output receives
one cell from at most one input.

In order to alleviate the centralized scheduler’s task, the VOQ/BCS was pro-
posed. The VOQ/BCS architecture is based on the strength of the VOQ architecture
at the input side coupled with the internally buffered crossbar. This architecture has
many advantages compared to the 1Q switch. The internal buffering element enables
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totally distributed VOQs arbitration and the scheduler is not centralized anymore.
The distributed nature of the arbitration improves the switching performance by sev-
eral orders of magnitude. By means of computer simulation, we showed the improve-
ment of the VOQ/BCS over the IQ switch. Furthermore, the VOQ/BCS doesn’t need
any additional cost such as speedup.

In an attempt at scalability, single-stage switching techniques are considered to
be inherently limited by their quadratic complexity. The Clos-network architecture is
widely recognized as a very scalable architecture for high-speed switching systems.
So far, only limited success has been reported in the design of practical distributed
scheduling schemes for the Clos-network. The ATLANTA switch with MSM archi-
tecture is an example of a commercially successful Clos-network switch. However, it
necessitates internal bandwidth speedup. Recently, the CRRD and CMSD algorithms
have been proposed in order to overcome the throughput limitation and implemen-
tation complexity problem. Based on the static round-robin technique, SRRD has
been proposed to reduce the delay performance and deduce the hardware complexity.
However, due to the memory speedup up problem in the shared memory modules, the
MSM arrangement of the Clos-network switches hinder the scalability to very large
port size. A bufferless Clos-network architecture has been proposed in which the
shared memory modules are replaced by bufferless crossbar switching components.
Although it requires a greater communication overhead among distributed modules,
the bufferless Clos-network architecture is an efficient way to solve the scalability
problem in switching systems.

One attractive direction in building scalable switches and routers is to adopt opti-
cal switching techniques. However, a main challenge remains in efficiently queuing
the packets in the optical domain. The techniques (i.e. fiber delay lines) are not yet
mature enough to support such functionalities. A viable solution is to have a hybrid
switch architecture, with electronic buffers and optical fabrics. Having optical fab-
rics provides more scalability and higher switching speed over the electronic coun-
terparts.

We are still facing many challenging requirements pertaining to the design of
scalable and high-performance routers. In summary, the new generation of switches
and router should first be highly scalable in port number and interface speed. More-
over, routers have to offer many services to meet today’s customer needs such as
guaranteed delay, bounded delay variation, minimal packet loss and controlled ac-
cess. Finally, a router has to be cost effective.
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